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Problem Setting

We consider a finite-horizon discrete-time online control problem with
linear time-varying (LTV) dynamics:
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where x; € R”, u; € R™, and w; € R"” denote the state, the control action,

and the disturbance of the system. Define the info tuple at time t as 9, :=
(At, Br, Wy, fei1, ¢ri1). The prediction model is

XO,’190,’191 ..... ’19/(_1,U0,X1,’l9k, U1,X1,’l9k+1 .....
Definition 1. The transition matrix ®(t,, t;) € R"*"is defined as
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and the controllability matrix M(t, p) € R (P js defined as
M(t,p) =[P(t+p t+1)B:, ..., O(t+p, t+ p)Beip) -

Assumption 1. We assume the costs and dynamics satisfy that

1. The state costs f;: and control costs c; are well-conditioned:;
2.argmin, f;(x) = 0 and argmin, c;(u) = 0 without loss of generality;
3. |A:ll, |B:ll , | BL|| are bounded, and & i, (M(t, d)) > o.

Predictive Control PC,
We define ¥?(x, ¢; F) as the optimal solution to

arg min Z fror(Yr) + Z Coer (Vr—1) + F (Vi)
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where the terminal cost F is convex, nonnegative, and satisfies F(0) = 0.
Yi(x, ¢, z) is the optimal solution to

arg min Z ft—i—’T(y’T) T Z Ctor (V’T 1)
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s.t. y’r+1 AtirYr ‘|' Bt+’rV’r +¢T=0,..., p—1, (3)
Yo = X, yp — Z.
We study predictive control with prediction length k:

Algorithm 1 Predictive Control (PCy)
1: fort=0,1,...,T—-k—-1do
2: Observe current state x; and receive predictions J;.;+k—1.
3: Solve and commit control actions u, := tﬁtk (X7, Wepak—13 F) gy -

4: At time step t = T — k, observe current state x; and receive predictions ¢;.7_;.
5: Solve and commit control actions u,;.r_; := f(x,, W T-150)gos s -

We show the dynamic regret
and the competitive ratio for
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Perturbation Bounds

We first show a perturbation bound for the unconstrained Smoothed
Online Convex Optimization (SOCO) problem:

Theorem 1. Consider the optimal solution of the SOCO problem

Y (R, W, £,) = arg min Z (%) + Z Cr(Xr, Xr—1, Wr_1)
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indexed by 1, ..., p — 1. Assume f. R” — R is u-strongly convex,
Cr - R" x R" x R" — R is convex and £-strongly smooth, then the impact
(R0, W, Rp)n — (R, W, X.)s|| can be upper bounded by
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where Co = (24)/uand Ao =1 — 2 - (\/1 + (2¢/ 1) + 1)
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By the controllability assumption and the principle of optimality, we can
reduce the LTV problem to a SOCO problem.

Theorem 2. Under Assumption 1, 1) satisfies
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and ||¥;(x, ¢, z)y, — P7 (X, C’ ’)th is upper bounded by

C(A"||x — X|| + ZA"’ TG = N+ Xz = 2.
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Performance Guarantees

By Theorem 2, we can show the per-step error injection is O()\*), and the
accumulative error has the same magnitude up to a constant factor.

Theorem 3. When the prediction window k is large enough,

1. The closed-loop dynamics of PC is input-to-state stable;

2. PC achieves an O(MXT) dynamic regret if ||w;|| < D;

3. PCy achieves a 1 + O(\¥) competitive ratio if F is the indicator of 0.



